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Introduction

Problem Statement: there is still a gap between LLMs being capable
coders and being top-tier software engineers: Top-level software engineers
often ask clarifying questions to reduce ambiguity in both requirements and
coding solutions.

LLM Agent Approach (Okanagan)

Okanagan leverages multi-round structure and customized prompt format
for asking clarifying questions in code generation tasks. We introduce 3
rounds in Okanagan:

Instruction:
Generate Python code directly (Markdown) to solve the
coding problem:

Our Vision: For code generation task, we argue that the Al system should

proactively recognize which information is missing, and find these missing . L
pieces to be able to complete the task with high quality. w
E Ageintl
our Approach: HumanEvalComm — > Modified Problem - Cenerated
We conducted an empirical study on the benchmark and analysis of the CT‘"
communication skills of models for code generation. ¢

Instruction:

Given the coding problem description and the generated
code above, decide whether to ask clarifying questions
that are necessary to solve the problem correctly. If no
need to ask clarifying questions, return strictly
'NO_QUESTIONS' only. Otherwise, return the clarifying
questions.

* We define communication skills of a model as “being able to ask
clarifying questions when the description of the code generation problem
has issues”.

* We created a new benchmark, HumanEvalComm, by modifying problem
descriptions according to three issues: inconsistency, ambiguity,
Incompleteness.

 We proposed a new LLM agent approach, Okanagan, to identify and
ask guestions in ambiguous parts from code and descriptions for

{Modified Problem}
{Generated Code}
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further refining the generated code.
v - Ask Clarifying N _ Generated
HumanEvalComm Benchmark Original Problem e Questions? ! .
Overview: To develop HumanEvalComm, we changed each problem Evallator nstruction:
description in HumanEval manually, using a taxonomy of clarification ] (Clrtying cuestonsy
types: Ambiguity, Inconsistency, Incompleteness. Answers to clarfying questions Y 7 revers o cribing questons Gy Bieton)
g Given above conversations, generate Python code
Clarification Category | Ambiguity | Inconsistency | Incompleteness rﬁ':'; directly (Markdown) to SDWEIhE coding problem:
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2ep / % Fig. 3. An illustration of the process of Okanagan, an LLM agent approach.
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Table 1. Problem descriptions with different combinations of clarification types being applied in HumanEvalComm.

Result and Summary
Empirical Study —

. Pass@1 Test Pass Rate Comm. Good
Research Questions: HmEval ~ HmEvalComm HmEval  HmEvalComm Rate Question
» RQ1: How do Code LLMs perform in communication competency when tate
: g = g - . - ChatGPT 65.58% 31.34% 76.42% 49.39% 14.21% 13.43%
requirements in the problem descriptions are incomplete, inconsistent, Codel ama 20887 19357 ws1m 37700 0167 37557
ambiguous? CodeQwen1.5 Chat 76.83%  47.61% 84.4% 62.89% 482%  41.68%
_ : : DeepSeek Coder 71.78% 45.68% 79.44% 62.25% 30.76% 61.42%
* RQZ2: How ooe_s Oka_nagan perform compared with Code LLMs in terms DeepSeek Chat 12.8%  26.32% 13.86%  44.52% 37.93%  58.71%
of communication skills? Okanagan 27.45% 39.62% 33.45% 56.98% 72.73%  52.24%

Methodology

enchmark Collection valuation and Empirical Study
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Fig. 1. The visual illustration of the methodology on the evaluation of communication skills for Large Language Models of code.

Instruction:
You are an expert software developer who writes high
quality code. With below information, please either

~ Modified Problem .. generate Python3 code (Respond directly with code = :‘:

HumanEvalComm . . .
. v only with markdown), or ask clarifying questions:
{Modifed Problem} Code LLM /
LLM Agent
Y
@ Ves Ask Clarifying | Gene;ated
Original Problem .{ ], - Questions? ~ ~ Code
LLM-Based
Evaluator
Instruction:
{Modifiled Problem}
{Clarifying quest_ioos} - # Generated
Anwers to clarifying questions » {Answers to clarifying questions (by Evaluator)} > »  Code
Given above conversations, generate Python code
directly (Markdown) to solve the coding problem: Code LLM/
LLM Agent

Fig. 2. Flowchart for the evaluation of models, either Code LLMs or Okanagan (LLM agent), in communication capability.

Table 3. Evaluation result across all clarification categories on Pass@1, Test Pass Rate, communication rate, and Good Question Rate
with different models on HumanEvalComm (HmEvalComm in the table). Additionally, the Pass@1 and Test Pass Rate on the original
problems in HumanEval (HmEval in the table) are also shown. Top 3 results are marked as bold.
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Fig. 4. Comparison of the effectiveness of the models in Communication Rate, Good Question Rate (left), and Pass@1, Test Pass Rate
(right). Note that in the right figure, the stars represent the original performance of the corresponding model with the same color in
the HumanEval benchmark. This shows visually how the performance has changed when the problem description is modified.

Answer to RQ1: More than 60% of responses from Code LLMs still
generate code rather than ask questions when the problem descriptions
are manually modified according to different clarification categories.

Incompleteness category results in higher communication rates and Good
Question Rates, but lower Pass@1 and Test Pass Rate for Code LLMs.

Answer to RQ2: Okanagan, as a LLM agent approach that uses LLM
(specifically ChatGPT), effectively increases all 4 metrics In
HumanEvalComm. This indicates headroom for achieving more effective
communication capability using LLM agent.
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